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Abstract

This paperpresents a new system for the continuspsechrecognition of
Spanish, integrating previous works in fiedds of acoustic-phonetidecoding and
language modelling. Theystemincludes decisiontree-basedsublexical units and
syntactic language models based on regular grammars. Acoustic and language models
-separately trainedith speechandtext samplesrespectively-are integratednto a
single stochastic finite state automaton. Acouatidlanguage model probabilities
were heuristicallybalanced anthen combined according to standardbeam search
procedureThe system wagvaluatedover a taskoriented Spanishspeech corpus
consisting of 82.000 words and a vocabulary of 1.213 words, resulting in more than
90% word recognition rate.
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1. Introduction

This paper describetornasot: a Continuous Speech Recognitif@SR) System
developed at the University of tiBasque Country fomedium/large siz&panish tasks.
The system includes, as its main features:

- Context dependent sublexical units obtained by applying Decigiea based
clustering to a phonetically balanced Spanish speech database.

- Syntactic language models based on reggtammars, fully integrated in the
recognition system.

- A linear organization of the lexicon fully compatible with the search strategy.

- A client/server architecture.

! The nameTornasolwas chosen in honour of the famaleafscientistSilvestre Tornaso(Professor
Calculusin the english version) appearing in the comic sefigsn.



Some state-of-the-art speech recognition technologies are also inclololestspeech
signal analysis, discrete hidden Markaowodels, beam-searchnd (optionally) fast
phoneme look ahead algorithms.

The CSR System wasvaluated over task oriented speeatorpus representing a set
of queries to a Spanish geograptigtabase. This is a specific task designedesd
integrated systems (involving acoustic, syntactic and semantic models) in automatic speech
understanding.

The paper is organized as follows: Section 2 summarizes the speech analysis
procedure and the acoustic models. In Section 3 the language models and the search
strategy are briefly outlined. Section ptesentsthe evaluation of thesystem: firstly
reference and targsets ofsublexical unitsare evaluated over atoustic-decoding task;
then the wholeCSR system isvaluated over &panishrecognition task. Section 5
concludes the paper and notes outstanding issues for future research.

2. Acoustic-phonetic modelling

Speech analysis -as suggested by [1]mede by following conventions of the
Entropic Hidden Markov Modeling Toolkit (HTK) [2], with some minor changes. Speech
-acquired typically through a headset condenser microphone- is samplelH#, Each
sample having 16 bjirecision. Speech samples greuped into successive frames and
passed through ldamming window. Frame length is 25 raisd inter-frame distance 10
ms. A filter bank formed by 24 triangular filtensth increasing widths according toel-
frequencyscale, isapplied to a 512-point FFT, producing 24 specwalighted mean
values. A discreteosine transform applied to these coefficients decorrethgespectral
envelopefrom other characteristics natlevant for recognition, producing 12mel-
frequency cepstral coefficien{MMFCC). Cepstralmean normalizatiorand liftering are
then applied to compensater channel distortion and speaker characteristics. The
normalized logarithm of the energy &so computedFinally, dynamic characteristics
(first and secondderivatives) areadded to theMFCC and log-energyparameters,
obtaining a 39-component acoustic observation vector.

As usualwhen dealingvith medium tolarge size vocabularies, sublexicalits were
used as the basic speech units. Three different sets were defined. The first and simpler one
contained 24 phone-like units, including a single model for silencesdt¢wnd onaevas a
mixture of 103 trainable(e.g. with enough training samples) monophordiphones and
triphones, as described [B8]. Thewell known technique of decision tree clustering [4]
was applied to obtain a third optimsdt of 101trainable, discriminativend generalized
context dependeninits. Anadditional set ofborder unitswas specifically trained to
generate lexicabaseforms, coveringll possibleintraword contexts and being context
independent to the outside. We are currently working in generating a more general set of
inter and intraword context dependent units, arfolsh approachwas made teevaluate
their contribution to the recognitioprocess (seeSection 4). To deal with multiple



codebook observations, ass the case iour baseline system, a simple and rety
expensive discriminative function, combining probabilitiesm all the codebooks, was
used.The set of decisioitree basedcontext dependent unitgave the best results in
acoustic-phonetic decoding experiments and &tsen building word modelgor a more
reliable test, as will be shown in Section 4.

Discrete Left-to-Right Hidden MarkoModels with 3 looped states and 4 discrete
observation distributions pstate, weraised asacoustic models. Emision and transition
probabilities were estimated using both the Baum-Welchvéedoi procedures, applying
the Maximum Likelihood criterion.

To deal with discrete acoustic models, theandard LBG Vector Quantization
procedure was applied, obtaining four different codebooks, each contat@mgntroids,
corresponding to MFCCs, first derivatives of MFCCs, seaterivatives ofMFCCs and
a 3-componenvectorformed by log-energy, first ansecondderivatives oflog-energy.

During recognition, each parameter subvector was assigned the nearest centroid index and
a four index tag was passed as acoustic observation to the search automaton.

3. Language modelling and search strategy

A syntactic approach to theell known n-gram models, the k-Testable in the Strict
Sense (k-TSS)anguage models, which can biewed as &ind of stochastic regular
grammars -thus defining a subclasgegular languages-, wased. The use of k-TSS
language modelallowed theconstruction of adeterministic,and hence unambiguous,
Stochastic Finite State AutomatdBFSA) integrating a number ok-TSS language
models in a self-contained model [5]. Then a syntactic back-off smoothing technique was
applied to the SFSA to consider unseen events [6]. fomsulation strongly reduced the
number of parameters to be handled and led to a very compact representation of the model
parameters learned at training time. Thus the smoothed SFSA was efficiently allocated in a
simple array of an adequate size [7].

Lexical baseformswere linearly representedEach word was transcribed as the
concatenation of sublexical units corresponding to its starmtardinciation, taking into
account only intraword contexts. Thus word nodes were expamitiethe corresponding
concatenation of previously trained acoustic modsisl one single automaton resulted
including both acoustic and syntactic probabilities.

The time-synchronou¥iterbi decoding algorithm wassed at parsingme: asimple
search function througtthe array representing the Languadodel allowed a
straightforward access to the next state of the SFSA, needed at each dawediAfer
some preliminaryexperimentation, &ind of balance between acoustand syntactic
probabilities wasdound necessary ithe search automaton. weight a affecting the
Language Model probabilitiewas heuristically optimized. Then a beahneshold was
established and (optionally) a fast phoneme look ahead algasigtsnincluded to reduce
the average size of the search network [5].



4. Experimental evaluation

All the parts of the system were carefully tested and optimized before integrating them.
From the audio acquisition module to the seanddule,separate evaluationgere made.
Here we present onlthe selection of an adequate set of sublexicats for acoustic
modelling, and the integration of acoustic and language models into one single search
automaton, which constitutes the core of the CSR system.

4.1. Evaluating sublexical units

As mentionedabove,three differentsets ofsublexical unitswere tested: 24 context
independent phone-like units, a mixture of 103 monophones, diphonéspiiotdes, and
101 decisiontree basedgeneralized context dependenhits. An acoustic-phonetic
decoding task was used as benchmark, having a balanced phonetic corpus both for training
and testingpurposes.The trainingcorpuswas composed of 1528entencesinvolving
around 60000 phonedhe -speaker independent- tesbrpuswas composed of 700
sentences. Note that we did not apply any phonological model in these expefliaigests.
1 shows the results.

Table 1. Phone recognition rates for $panish acoustic-

phoneticdecodingtask, usingthreedifferentsets of sublexical
units, without any phonological model.

Type of unit # units % REC
Cl phone-like 24 63.97
Mixture (Mph, Dph, Tph) 103 65.90
DT-based 101 66.44

Context independent phone-like uniggve significative lower rates (around two
points) tharthe twoothersets ofcontext dependent units, whichturn showedsimilar
performances.

However, amore reliable testseems necessary ttecide whichset of units ismore
suitable, by building lexical baseforms and obtaining word recognition rates. Two different
procedures were used to obtérical baseforms, both considering words as isolated. In
the first one, called TR1, border unitere selected to beontext independent bo#ides.

In the secondone, called TR2horder unitswere selected to beontext dependent in the
word side and context independent in thieside. Another transcription procedutalled
TR3, wasused totest the contribution of modelling interword contexts to speech
recognition. TR3 takes into account the interword contexts appearing in tcerfass to
obtain lexicalbaseforms of wordsTable 2showsword recognition ratesising these
transcription procedures over the same ¢espusmentioned aboveOnly the baseforms

of the 203 words found irthe testcorpuswere used to rurthe alignment procedure,
without applying any language model.



Table 2 Word recognition rates for the same test conmesl
in Table 1, and three different transcription procedures.
Language Model probabilities were not applied.

% Word Recognition

Type of unit TR1 TR2 TR3
Cl phone-like 49.83
Mixture (Mph, Dph, Tph) - 51.16  56.73
DT-based 52.86 53.26 58.01

Word recognition rates shothat TR2 worksbetter than TRtas may be expected.
However, TR3 gave the best performance, showing the importance of modelling interword
contexts. Finally, note that DT-based context dependent units outperftrentnab other
sets of units.

4.2. Evaluating the whole system

The system is designed as a distributed client-server application. The servenagthe
program, as it includes the search module. On the d¢thed, the client application
acquires the audio signalpesthe preprocessing antthe feature extractiomnd includes
the graphical user interface [8].

In the search procedure, nonly the parametera weighting language model
probabilitiesover acoustic probabilities must lmptimized,but alsothe beam parameter.
Actually, both should beptimized jointly,but we first heuristicallfound anoptimum a
and then an optimum beam. Theam is &ey issue tareach real-time operation, so a
balance between system accuracy and computation time must be found.

At any time, eaclpossible transition froneachactivenode inthe search network has
an acoustic probability angbssibly also ayntactic probability, which are multiplied by
the accumulated probability at the departure node, and assigned as accumulated probability
to the arrival node. To obtain the set of actiegles athattime, the beam parametenust
be applied to discar@ll nodeswhose accumulated probability fallselow certain
threshold,thus drastically reducing the size of the search netwdiks threshold is
usually obtained by multiplying théeam parameter by the maximum accumulated
probability at that time.

Both context independent phone-like and DT-based sublexical units were used in these
experimentsLexical baseformswere generated by applying TR1 and TR2 to define
border units. A task-oriented Spanish speech corpus [9], consisting of 82.000 words and a
vocabulary of 1.213 words, was used. This corpus represents a set of queries to a Spanish
geography databas&he trainingcorpus forthe k-TSS language models consisted of
9150 sentences. Foesting purposes, an independent but falbyered text containing
200 sentences was used. These senteveesittered by 1Xpeakers resulting intatal
of 600 sentences and 5655 wortisble 3 showshe system performanc®r k=2, 3 and



4, beam=0.670.55 and0.45, and fixedx=6, using onlycontext independent phone-like
units.

Table 3. Systemperformancefor different values of k and
beam, and fixed a=6. Significative measuresare showed:
average number of activenodes (#AN average)average
processing time per frame (PTF average, in milliseconasy
recognition rate (%W) and sentencerecognition rate (%S).
Contextindependenphone-like unitswere used asublexical

units.
k beam #AN average PTF average (ms) %W %S
0.67 40.13 3.80 68.58 29.17
2 0.55 218.21 11.75 84.05 41.67
0.45 858.51 33.42 85.19 44.17
0.67 32.24 3.30 70.48 36.33
3 0.55 179.01 10.96 89.15 56.00
0.45 800.52 36.67 90.35 57.50
0.67 31.50 3.38 71.36 45.00
4 0.55 177.99 11.24 89.78 59.00
0.45 808.30 38.19 91.42 61.50

It can beseenthat computationalesources required e system (processingime
andmemory, i. e. theaumber ofactive nodes)reduce drastically as the beam narrows,
while systemaccuracy remains quite good, especiétly k=4. Notethat only the more
constrained searctwith beam=0.67) fullfilsthe condition of real-time operation (i.e.
averageprocessingtime per frameless than 10 milliseconds). Note alsthat the
intermediate beam (0.55) is very close to that condition.

Table 4 showsthe system performancéor k=2, 3 and 4, fixedo=6 and fixed
beam=0.55with both context independent phone-like abd-basedsublexical units,
using transcription procedures TR1 and TR2 for the latter.

Table 4. Systemperformanceor differentvalues of k,fixed
beam=0.55and a=6. Significative measuresare showed:
average number of active nodes (#AN average)word
recognitionrate (%W) andsentenceecognitionrate (%S). Cl
phone-like units and DT-based sublexigaits (TR1and TR2)
are compared.

ClI phone-like DT-based (TR1) DT-based (TR2)
k |[#AN average %W %S | #AN average %W %S |#AN average %W %S
2 218 84.05 41.67 173 85.25 42.33 134 85.72 46.67
3 179 89.15 56.0i 143 89.31 56.17 108 89.09 59.50
4 178 89.78 59.0 142 89.80 59.] 107 89.31 60.50

This time DT-basedsublexical units only outperformed context indepengsrtne-
like units for k=2. Thiscould discourage us fromsing the Decision Tree based



clustering approach to define a suitable set of sublexical totgever,the use of DT-
based sublexical unimlways reduced thaveragenumber ofactive nodes inthe search
network, and thus thime required to decode each franféis effect wasstrongerwhen
the transcription procedure TR2 was applied to defindtinder units. Irfact, the more
suitable result -marked on the table- was obtained for k=4, with DT-Isabdekical units
and the transcription procedure TR2. The word recognition(8at81)wasonly slightly
lower than those obtained with CI phone lika@ts (89.78) and DT-based unitéth TR1
(89.80), giving the highest sentence recognitioate (65.50) with the lowestmemory
requirements (107 active nodes average). So this would be a good choice in arlfiér to
the condition of real time operation with a good system accuracy.

5. Concluding remarks

In this paper anew CSR systemcalled Tornasot for medium/large sizeSpanish
taskswas presented. State-of-the-art speech recognition technologies, inaladingy
feature extraction, discretdMMs and a time-synchronougiterbi decoding algorithm
provided with beam search and (optionally) fast phoneme dbeld, weréntegrated into
a client/server architecture, where the msgarch module wasnplemented as aerver,
and the acoustic front-end was part of the client application.

However,the most remarkable contributiongere theuse of a Decisioree based
clustering algorithm to define a suitable set of sublexical umitsch increased the
discrimination among acoustic models and allowed a more flexible and genenaized
building lexical baseforms-, and theése of a kind oftochastic regular grammars, the k-
TSS language models, which led to significative reductions in computational requirements.

Future work includes expandirige currentlyavailable clientdesigned for &ilicon
Graphicsworkstation, to more common platforms, liRCs with UNIX; the use of
DecisionTree clustering tdorm lexical baseforms incorporating not onigtraword but
also interword context modellinghe use of more accurate acoustic modedsid finally
improving the search module to fully acomplish real-time operatitmlarger vocabulary
sizes, while keeping good system accuracy.
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