
A simple but effective approach to speaker

tracking in broadcast news
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Abstract. The automatic transcription of broadcast news and meetings
involves the segmentation, identification and tracking of speaker turns
during each session, which is known as speaker diarization. This paper
presents a simple but effective approach to a slightly different task, called
speaker tracking, also involving audio segmentation and speaker identi-
fication, but with a subset of known speakers, which allows to estimate
speaker models and to perform identification on a segment-by-segment
basis. The proposed algorithm segments the audio signal in a fully unsu-
pervised way, by locating the most likely change points from an purely
acoustic point of view. Then the available speaker data are used to esti-
mate single-Gaussian acoustic models. Finally, speaker models are used
to classify the audio segments by choosing the most likely speaker or, al-
ternatively, the Other category, if none of the speakers is likely enough.
Despite its simplicity, the proposed approach yielded the best perfor-
mance in the speaker tracking challenge organized in November 2006 by
the Spanish Network on Speech Technology.

1 Introduction

The automatic transcription of broadcast news and meetings involves the seg-
mentation, identification and tracking of speaker turns during each session, which
is known as speaker diarization [1][2]. This task involves the segmentation of the
input signal into speaker turns, advertising, music, noise and whatever other con-
tent is included in the audio file. Then, speech segments corresponding to the
same speaker are clustered together and tagged with the same label. Non-speech
segments are all tagged with the special label Other.

To measure the speaker diarization error, first the system and reference seg-
mentations are aligned. Then, among those labels assigned by the system to any
given speaker, that appearing most times is taken as the system choice and con-
sidered equivalent to the reference label. Finally, the speaker diarization error
is computed as the fraction of time speakers are correctly identified. Consider
the example shown in Figure 1, where not only segmentation errors but also
clustering errors are illustrated. Note, for instance, that the last segment is er-
roneously assigned to a third speaker. After the alignment is done, the label s01

is considered equivalent to mm and the label s02 equivalent to ft. Finally, it is



Fig. 1. An example of speaker diarization. The system provides a sequence of segments
with blind speaker labels. After aligning the system and reference segmentations, label
equivalences are set. Finally, the speaker identification error is computed as the fraction
of time speakers are erroneously identified (shaded regions).

found that speakers have been erroneously identified during 10 seconds out of 25
(the shaded regions in Figure 1), which means a 40% speaker diarization error.

A slightly different task, called speaker tracking, is posed when speaker data
are available a priori, because speaker models can be estimated and used to seg-
ment and label the audio file. Like speaker diarization, speaker tracking involves
audio segmentation and speaker identification, but this latter is performed in a
supervised way. In other words, the objective is to detect target speakers in a
continuous audio stream. Clustering is not needed because each segment can be
independently scored against speaker models and classified accordingly. Consider
the example shown in Figure 2. It is close to that of Figure 1, except for the
fact that the system does not provide blind labels, but labels of known speakers.
The alignment does not determine which is the most likely mapping between
reference labels and system labels. The speaker identification error is computed
in a straightforward way, as the fraction of time system labels do not match
reference labels. In the example of Figure 2 speakers are erroneosuly identified
during 15 seconds out of 25, which means a 60% speaker identification error.

Fig. 2. An example of speaker tracking. The system provides a sequence of segments
with labels of known speakers. The speaker identification error is computed as the
fraction of time speakers are erroneously identified (shaded regions).

In this paper a simple approach is presented for speaker tracking in broadcast
news. The segmentation step is done in a fully unsupervised way, by locating
the most likely change points in the acoustic signal. Segmentation is completely



decoupled from identification and does not use speaker data. It only takes into
account changes in spectral statistics. Speaker identification is done by comput-
ing the score of each segment with regard to speaker models, which are trained
beforehand starting from labelled speaker data. Each segment is assigned the
label of the most likely speaker or, alternatively, the label Other, if none of the
speakers is likely enough. Note that broadcast news include music, noise, adver-
stising, etc. and that only a subset of the speakers is known a priori. So, under
the category Other should fall not only non-speech segments, but also speech
segments corresponding to unknown speakers.

This paper is organized as follows: in the next two sections, the audio segmen-
tation and speaker identification algorithms are explained in detail; in section
4 the experimental setup is described, including the speech database, the au-
dio processing and the tuning experiments; results are shown and discussed in
section 5; finally, section 6 gives conclusions and tracks for future work.

2 Audio segmentation

Audio segmentation, also known as acoustic change detection, consists of explor-
ing an audio file to find acoustically homogeneous segments, or, in other words,
detecting any change of speaker, background or channel conditions. It is a pat-
tern recognition problem, since it strives to find the most likely categorization of
a sequence of acoustic observations, yielding the boundaries between segments
as a by-product. Audio segmentation becomes useful as a preprocessing step in
order to transcribe the speech content in broadcast news and meetings, because
regions of different nature can be handled in a different way.

There are two basic approaches to this problem: (1) model-based segmenta-
tion [3], which estimates different acoustic models for a closed set of acoustic
classes (e.g. noise, music, speech, etc.) and classifies the audio stream by finding
the most likely sequence of models; and (2) metric-based segmentation [4][5][6],
which defines some metric to compare the spectral stastistics at both sides of
successive points of the audio signal, and hypothesizes those boundaries whose
metric values exceed a given threshold. The first approach requires the availabil-
ity of enough training data to estimate the models of acoustic classes and does
not generalize to unseen conditions. The second approach, also known as blind

(unsupervised) segmentation, does not suffer from these limitations, but its per-
formance depends highly on the metric and the threshold. Various metrics have
been proposed in the literature. The most cited are the Generalized Likelihood

Ratio (GLR) [7] and the Bayesian Information Criterion (BIC) [4].
Recently, the so called crossed-BIC (XBIC) [8] was introduced, improving

the performance of BIC and reducing its computational cost. In this work, a
kind of normalized XBIC is applied, a cross-likelihood metric which resembles
the Rabiner distance [9] for the case of two multivariate Gaussians estimated
from the same number of samples.

Consider two segments of speech, X and Y , of the same length, and the
corresponding sequences of spectral feature vectors, x = x1, . . . , xN and y =
y1, . . . , yN . Assuming that the acoustic vectors are statistically independent and



that can be modelled by a multivariate Gaussian distribution, we estimate the
models λx = N(O; µx, Σx) and λy = N(O; µy, Σy) and define the dissimilarity

measure between X and Y as follows:

d(X, Y ) = − log

(

P (x|λy)P (y|λx)

P (x|λx)P (y|λy)

)

(1)

where P (z|λ) =
∏N

i=1 N(zi; µ, Σ) is the likelihood of the acoustic sequence z

given the model λ. In other words, if X and Y are acoustically close, their
respective models will be quite close too, which means that d(X, Y ) ≈ 0. On the
other hand, the more X and Y differ, the greater d(X, Y ) will become.

The audio segmentation algorithm considers a sliding window W of N acous-
tic vectors and computes the likelihood of change at the center of that window,
then moves the window n vectors ahead and repeats the process until the end
of the vector sequence. To compute the likelihood of change, each window is
divided in two halfs, Wl and Wr, then a Gaussian distribution (with diagonal
covariance matrix) is estimated for each half and finally the cross-likelihood ratio
(Eq. 1) is computed and stored as likelihood of change. This yields a sequence
of cross-likelihood ratios which must be post-processed to get the hypothesized
segment boundaries. This involves applying a threshold τ and forcing a minimum
segment size δ. In practice, a boundary t is validated when its cross-likelihood
ratio exceeds τ and there is no candidate boundary with greater ratio in the
interval [t − δ, t + δ]. An example of audio segmentation is shown in Figure 3.

Fig. 3. An example of audio segmentation. Vertical lines represent actual boundaries,
either between two speaker turns, or between a speaker turn and non-speech content.
The local maxima marked with ’X’ represent the boundaries hypothesized by the sys-
tem.



3 Speaker identification

Once the segmentation is done, each segment must be given a speaker label or,
alternatively, the special label Other when no speaker is likely enough. Assum-
ing that a certain amount of training data is available for L target speakers,
speaker models can be estimated beforehand. In this work, speaker models are
multivariate Gaussian distributions: λi = N(O; µi, Σi), for i = 1, . . . , L. This
is just a special case of the GMM classifiers routinely used for speaker identifi-
cation [10]. To classify any given segment X , firstly the segment model is esti-
mated (again as a Gaussian distribution with diagonal covariance matrix) λX =
N(O; µX , σ2

X), starting from the sequence of acoustic vectors x = x1, . . . , xN .
Note that P (x|λX ) ≥ P (x|λi) ∀i. The label l(X) is given according to the
following rule:

l(X) =











k = arg max
i=1,...,L

P (X |λi) if 1
N

log
(

P (x|λk)
P (x|λX)

)

> ε

Other otherwise

(2)

where ε is a heuristically fixed margin which determines a threshold in the aver-
age log-likelihood ratio over which the most likely speaker k is validated as the
best choice. Alternatively, if the likelihood ratio of the most likely speaker does
not exceed ε, the label Other is assigned to X .

4 Experimental setup

4.1 The speech database

There was a short-term motivation for this work in the challenge for speaker
tracking in broadcast news proposed in July 2006 by the Spanish Network on
Speech Technologies (RTH). In fact, the experiments reported here are those
carried out for that challenge, under the conditions set by the RTH [11]. The
database consisted of audio tracks taken from radio broadcasts in Spanish, in-
cluding many speakers, music, movie excerpts, advertising, overlaps, etc. Train-
ing data were available for 5 target speakers, consisting of 5 short utterances per
speaker, 4 of them distorted with echo and reverberation. The training material
for each speaker had an average length of 12.8 seconds (64 seconds all together).
The test corpus consisted of 20 long tracks, with an average length of nearly
4 minutes (around 77 minutes all together). One of the training tracks, includ-
ing material from only two of the target speakers, was also used for developing
purposes (tuning the segmentation and identification algorithms).

4.2 Audio processing

Radio broadcasts were all sampled at 16 kHz and stored in PCM format using
16 bits per sample. The audio was analysed in frames of 25 milliseconds (400
samples) at intervals of 10 milliseconds. A Hamming window was applied and
a 512-point FFT computed. The FFT amplitudes were then averaged in 24



overlapped triangular filters, with central frequencies and bandwidths defined
according to the Mel scale. A Discrete Cosine Transform was finally applied
to the logarithm of the filter amplitudes, obtaining 12 Mel-Frequency Cepstral
Coefficients (MFCC). The choice of MFCC is based on the fact that historically
there have been no features specifically designed for audio segmentation, and
the MFCC are the most commonly used parameters for speaker identification.

4.3 Tuning experiments

The tuning phase consisted on running various experiments to adjust the pa-
rameters of the audio segmentation and speaker identification algorithms. As
noted above, one of the audio files included in the test set, as well as the cor-
responding reference labels (set by human experts), were available to make the
adjustments. Parameters were set to get the best match between system labels
and reference labels (see Table 1). However, some considerations were taken into
account beforehand, which we summarize in the following lines.

The size of the sliding window (N) should balance the performance of the
segmentation algorithm for short and long segments. If N was too short, the
estimation of spectral properties would focus on instantaneous events but would
be less robust. If N was too long, the estimations would be robust but less sen-
sitive to instantaneous events, and therefore very short turns would be missed.
The window step (n) should be as small as possible to allow maximum resolu-
tion. However, this would increase the computational cost of the approach. The
threshold for the likelihood of change (τ) should balance false alarms and miss-
ings. If τ was too low, many false boundaries would be detected; inversely, if τ

was too high, some actual boundaries would be missed. However, since our objec-
tive was not an accurate segmentation but the identification of target speakers,
over-segmentation did not pose a problem as long as the segments were all as-
signed the right speaker label. So, τ could be skewed to low values. The minimum
segment size (δ) allowed to choose the most likely segment boundary in any given
interval of size 2δ. If δ was too high, short segments might be missed, so it should
be as small as possible, as long as it fulfils the task of avoiding noisy boundaries

around an actual boundary. Finally, the threshold for the speaker identification
likelihood (ε) should balance the false alarms (segments erroneously assigned
to a known speaker) and missings (segments produced by known speakers and
erroneously tagged as Other).

5 Results

To measure the performance of the proposed approach, it was used the NIST
evaluation software for speaker diarization included in the Spring 2006 Rich
Transcription Meeting Recognition Evaluation Plan [12]. This software takes
the system labels as if they were blind, applying the label mapping function
that minimizes the speaker diarization error, as shown in Figure 1. But what
we produce are not blind but informed labels, and the speaker identification
error must be measured by comparing the system and reference labels on a



Table 1. Tuned settings for the audio segmentation and speaker identification param-
eters: size of the sliding window (N), window step (n), threshold for the likelihood
of change (τ ), minimum segment size (δ) and threshold for the speaker identification
likelihood (ε).

Audio
segmentation

Speaker
identification

Parameter N n τ δ ε

Tuned
setting

400
(4 seconds)

10
(0.1 seconds)

1200
6

(0.6 seconds)
-1.1

frame-by-frame basis, as shown in Figure 2. To accomplish that, a little change
was introduced in the NIST software, so that the score is computed as the time
system labels match reference labels divided by the total audio time. Our system
yields a 17.25% speaker identification error, which is slightly better than that
yielded by a more complex and computationally expensive system competing
with ours.

Our score is comparable to other results reported in the literature [13], and
is specially relevant due to the following issues:

– All the acoustic models are single Gaussians, which can hardly model the
spectral variability of speakers and segments, but at the same time provide
robust estimates (even when not many training data are available) and allow
real-time operation of the speaker tracking system.

– Audio segmentation and speaker identification are independent modules, but
further improvements might be obtained by using speaker information at the
segmentation phase.

– Speaker models are estimated from a few utterances taken from radio broad-
casts, many of them (80%) intentionally distorted.

– The system parameters are tuned almost blindly, using only one of the 20
audio files in the test set. More robust tuning may be accomplished if more
development data were available. In particular, a 16.26% speaker identifi-
cation error has been obtained by tuning the parameters over the 20 audio
files of the test set.

6 Conclusion

A simple approach to speaker tracking in broadcast news is presented in this
paper. The audio is segmented in a fully unsupervised way, by locating the most
likely change points in the acoustic signal. Speaker identification is done by
computing the score of each segment with regard to speaker models, which are
trained beforehand starting from labelled speaker data. All the acoustic models
are single Gaussians, which provide robust estimations even when few training
data are available, and allow real-time operation. The proposed system yields
a 17.25% speaker identification error, which is comparable to other results re-
ported in the literature. Current work includes applying this system to a bigger
database and extending its capabilities to perform speaker diarization in broad-
cast news and meetings.
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